
#### Abstract

This is an author precis of the book How to Explain Behavior: A Critical Review and a New Approach by Sam S. Rakover (2018, Lexington). The precis has two sections. The first, basic methodological origin-points, treats the fundamental ideas and premises concerning explanation and understanding. The second section outlines the book's arrangement, and summarizes the content of each chapter.


## 1 Introduction

This section describes the infrastructure on which I built the entire book. It covers matters from the philosophy of explanation in general to explanations in psychology more particularly.

I start the discussion by emphasizing the following two general cornerstone ideas in scientific research methodology (citations are taken from Einstein \& Infeld, 1938/1950. See also Popper, 1959/1995):
(A) The scientific attempt is to explain and understand reality: "The purpose of any physical theory is to explain as wide a range of phenomena as possible. It is justified in so far as it does make events understandable." (P. 43)
"All the essential ideas in science were born in dramatic conflict between reality and our attempts at understanding." (P. 280)
(B) Scientific knowledge is provisional: "There are no eternal theories in science. It always happens that some of the facts predicted by a theory are disproved by experiment. Every theory has its period of gradual development and triumph, after which it may experience a rapid decline." (P. 77)

Now I move on to discuss several methodological ideas that are more specific to the subject of the book:
(1) To offer an explanation for the studied phenomenon, a suitable scientific procedure has to be used.

To propose explanations one has to know how, that is, scientists need a justified procedure for giving an explanation that is appropriate for the given phenomenon under scrutiny, just as they need a procedure suitable for making an observation or performing an experiment.

In a way similar to the justifications for the use of the procedure of an experiment that are based on several logical, epistemological, ontological considerations, so the procedure for giving scientific explanations is justified by various considerations-logical, epistemological, ontological, and so on up to common-sense considerations of daily life. A model of scientific explanation is not like a scientific theory, but is like a set of rules, norms, on how to behave. From this perspective it follows that an explanation model, procedure, may not be tested empirically like a theory (which is subject to an empirical test) but is evaluated by theoretical considerations and the degree of match of the procedure to the field under study.
(2) A theory (or a hypothesis, model, law, mechanism) in itself is not able to propose an explanation.

To explain a phenomenon, suitable explanatory information is needed. In science this information is provided by a theory, hypothesis, model and so on. However, the theory in itself is not able to explain the occurrence of the studied phenomenon. For the theory to do this, it has to function in the framework of a procedure created to provide scientific explanations.
(3) The functioning of an explanation-procedure is based on rational relations.

Rational relations are of different kinds: from logical, mathematical, statistical and causal to practical. To propose a scientific explanation based on non-rational relations is impossible because what one will get is fortuity and chaos.
(4) A procedure of explanation is an integral part of the
methodology of science and is closely connected especially to a procedure of empirical testing.

The methodology of science is a collection of methods/procedures for research whose main purpose is to bring about understanding of the world. Explanation-procedures are indissolubly bound to a procedure for empirical testing, such as the Hypothetico-Deductive (H-D) method (see Hempel, 1965, 1966). Without an empirical test we will never be able to know if the given theory is false or true. However, it should be stressed (as mentioned above) that scientific research never ends, and anyone who believes that a certain theory is wholly correct in fact drops out of the empirical science game (see Popper, 1972, 1959/1995).
(5) The scientific explanation is an attempt to approximate the hidden process involved in the occurrence of the studied phenomenon. This can be expressed by the following three basic assumptions:
(a) There exists in nature some kind of Unknown Real-Process (URP) that is responsible for the occurrence of the studied phenomenon under certain conditions. (Note that except for the assumption regarding reality, the rest is unknown.);
(b) Science proposes a theory (hypothesis, model, mechanism) which tries to approximate the URP and its function, thereby giving a reasonable explanation for the studied phenomenon;
(c) The proposed theory is based on the scientific knowledge collected in the area under discussion. The degree of proximity of this theory to the URP is estimated by the degree of success/failure of this theory.

The approach here (and of course in the entire book) is realistic in the broad sense. That is, I perceive science as a system that attempts to answer the question how nature (inanimate, plant and animal) functions by suggesting a theory that attempts to decipher nature's code: how it is built, how it works, and according to what.
(6) To date no one has been able to develop a theory that will describe and explain the connection between neurophysiological activity in the brain and consciousness, i.e., no one has succeeded in developing a mind/body theory. This carries the following implications:
(a) Behavior cannot be explained solely by mechanistic explanations (which are accepted in the sciences, in behaviorism, in cognitive psychology, and in physiological psychology), because it neglects conscious behavior;
(b) To propose a better account of behavior one must consider the conscious aspect explanatorily.
This may be done as follows:
(1) A procedure must be developed for proposing mentalistic explanations (e.g., explanations based on one's will and belief);
(2) It has to be shown that a procedure for mentalistic explanation meets the accepted methodological requirements of science;
(3) A theoretical framework has to be developed that allows coherent use of these two kinds of explanation (mechanistic, mentalistic). This account will be better than a purely mechanistic explanation.

Idea (6) is one of the most important ideas sustaining the present book. Chapter 5 summarizes the empiricaltheoretical arguments showing that the mind/body theory has not yet been developed, and chapter 6 describes in detail (a) Methodological Dualism (MD), which shows that like the mechanistic explanation, the mentalistic explanation meets the methodological requirements of science, and (b) the Multi-Explanation Framework (MEF), which allows one to construct a coherent theory in any psychological domain based on these two kinds of explanation: the mechanistic and the mentalistic.

The book does not aim to offer another solution for the mind/body or consciousness/brain problem. Quite the reverse: the goal is to circumvent this problem, thereby to achieve another goal, but no less important, namely to improve the explanation of behavior. This purposeful effort takes place within the framework of science by constructing an argument showing that a mentalistic explanation can be encompassed by the accepted methodological framework of science.

## 2 Chapter Summaries

The book's seven chapters plot a course of study from chapter 1 , on the relation between explanation and understand-
ing, to chapter 7, on a general procedure for giving explanations for the behavior of the individual.

Chapter 1 discusses the relation between explanation and understanding. The prevalent view from 1948 (the year Hempel and Oppenheim published their influential paper) was that scientific understanding was based on scientific explanation. About fifty years later the literature began to suggest that scientific understanding was not built entirely on explanation, as it had additional sources such as the ability of the scientist herself. The article by Lipton (2009) even proposed the idea of understanding without explanation. In the spirit of that article I proposed a relatively new approach, namely the Dual Theory of Understanding, which posits a certain non-dependence between explanation and understanding.

First, scientific understanding is based on consciousness of the scientific content associated with the phenomenon under study. Hence a sophisticated robot may be imagined that will supply an appropriate explanation for a given phenomenon without understanding the significance of the explanation. Accordingly, while giving an explanation is a mechanical rational process, understanding the explanation requires a human's consciousness.

Secondly, even before 1948 (e.g., in antiquity), the human being tried to understand the world and himself by means of certain procedures that differed from the explanationprocedures (models) known today. The chapter sets forth several illustrations of procedures for an understanding of that kind: a match between the phenomenon under study and some scheme that exists in the individual's cognitive system; understanding person $A$ when person $B$ gets into person A's shoes; the passage of a square through a round hole when the diagonal of the square is smaller than the diameter of the circle; etc. These procedures are based on the underlying assumption that there is some Unknown Real-Process (URP) that is responsible for the appearance of the phenomenon in question (in ancient times and even today God represents URP).

The chapter also suggests that compared with understanding, explanation is interwoven with scientific knowledge based on the development of a rational scientific methodology, which emphasizes for instance the importance of the development of a scientific model. As an example, the chapter considers the model developed by Rakover \& Cahlon (1989) called the "Catch model." It is intended to reproduce from a witness's memory the picture of the accused's face. The phenomenon whose understanding is being sought is presented as the "reality-model," and what explains it (the reality-model) is a "theoretical-model" (hence the Catch model is based on two sub-models: the reality-model and
the theoretical-model).
Chapter 2 reviews critically nine models of explanation discussed in the philosophical literature, which (a) exerted great influence on the professional literature; and (b) are likely to have a great effect on providing explanations in psychology.

The chapter opens with a review and discussion of the three models proposed by Hempel: the Deductive-Nomological (D-N) model, the Deductive-Statistical (D-S) model and the Inductive-Statistical (I-S) model. Together these are known as the "covering-law theory" because the common idea is that a natural law, a statistical law or a statistical generalization cover explanatorily the studied phenomenon. The three models gave rise to strong criticism, and as a result other researchers proposed alternative models of explanation.

The first alternative model is the Statistical-Relevance (SR) model proposed by Salmon (1971, 1990). The important ideas behind this model are that an explanation need not necessarily rest first on a logical argument, and secondly on high probabilities close to 1 , as Hempel's I-S model requires. This model experienced sharp criticism, and eventually Salmon himself abandoned it for a new explanatory model based on the concept of causality.

The Causal-Mechanical (C-M) model proposed by Salmon (1984) is based on the idea that the world is a network of interactive causal processes that spread through space and time. The explanation places the studied phenomenon within this network. Another causal model is the Manipulationist-Interventionist (M-I) model suggested by Woodward (2003). Its basic idea is the causal connection between X and Y through a certain manipulation that changes X, hence Y changes accordingly and systematically; thus the causal explanation allows seeing what is likely to happen as a result of the counterfactual operation of a certain manipulation. An additional explanatory model is the Kairetic model proposed by Strevens (2008). Its basic idea is the application of a method of elimination to explanation: different factors are removed from the list of causes potentially responsible for the studied phenomenon; the goal is to see the elimination of which factor causes the phenomenon to disappear (or be likely to disappear). The elimination is repeated until only the factors (or factor) are (is) left without which the given phenomenon would not have occurred.

The chapter concludes with a discussion of two models. One is the Unificationist model developed by Kitcher (1989), the other is the Pragmatic model proposed by van Fraassen (1980). The former posits that understanding the world depends on the ability to derive from the same patterns
of inference many phenomena that are observed in scientific research (e.g., the Newtonian theory). van Fraassen's Pragmatic model draws attention to the practical aspects, the background factors, of explanation as giving an answer to the questions: the subject of the question, the contrastclass (the possible alternatives for giving an answer), and the relevance-relation, a kind of relation between giving the answer and the question (e.g., "Compared with the alternatives of the answer, the phenomenon occurred because...").

An important conclusion that arises from this review is that there is no single concept for scientific explanation, which is enormously complex and multi-dimensional.

Chapter 3 examines three additional models of explanation: rule-explanation; functional, teleological models of explanation; and the new-mechanistic model of explanation. Although these models are intended to handle humans' and animals' behavior, they are unable to handle the most important component of this behavior, namely conscious-experience. My proposal how to deal with this appears in the last three chapters of the book.

It is not possible to apply any of the models reviewed in the foregoing chapter to human behavior, for example, to the following cases: Dan stopped his car when the traffic light changed to red; or Dan stood on a chair in order to take a book down from the shelf. This is because for these kinds of behavior no law, theory or appropriate empirical generalization exists. For example, stopping at a red light is not explained by an appeal to a law or empirical generalization that covers behavior of this kind, but by looking up a traffic rule created by a human being and which a driver is obliged to obey. Seven important differences between behavioral rules and laws are discussed: for example, laws are universal and rules are local; laws are subject to an empirical test and rules are not (rules are evaluated according to the purpose for which they were devised). Although not all rules are present in consciousness (e.g., basic rules for generating language are innate), they differ from laws of nature in that they concern information.

Explanation by rules is also different from teleological explanation. For example, people are not always aware of the aim of the rules and they obey rules automatically. Two approaches attempt to characterize functional, teleological, explanations as causal. The approach developed by Nagel (1961) tries to answer the question why a certain component appears in a given system; Cummins' $(1975,1983)$ approach tries to answer the question how a certain component succeeds in contributing causally to the efficient function of a given system.

The chapter ends with a discussion of the new-mechanistic
explanatory model. According to this model, an explanation for the given phenomenon is proposed by an appeal to a mechanism. It can be decomposed into different components with different functions, unique in their array and interaction, which produce the studied phenomenon. Bechtel (2008a, b) draws a distinction between a newmechanistic explanatory model, which suits the sciences, and one that suits psychology, that is, a mentalistic mechanism, which processes information-the Information Processing (IP) mechanism. There is an important difference between Bechtel's (2008b, c) approach to a mentalistic mechanism and Rakover's approach. While according to Bechtel processing information occurs on the non-conscious cognitive level, according to Rakover mentalistic activation takes place on the conscious level.

Chapter 4 discusses whether an explanation model in itself can be subjected to empirical test. The chapter raises arguments against the idea that the correctness of the explanation model can be tested empirically.

First, the prediction that emerges from a certain theory under certain conditions can be confirmed or refuted. In both cases the empirical result carries no implications for the explanatory model itself, but only for the theory inserted in the explanatory model. The reason is that the explanation model is just a procedure that guides the researcher on how to propose scientific explanations. An explanation model is not like a hypothesis, theory or scientific model, which may pass/fail an empirical test. A procedure is assessed by its rational course of action (e.g., it does not create situations that contradict each other) and its appropriateness for a given field. In this sense, a procedure for giving explanations is akin to an administrative procedure, such as traffic rules that advise people how to behave in certain situations. A rule of the road is assessed as suitable or unsuitable for a certain field of behavior but it is not judged right or wrong. The chapter goes on to discuss this distinction as against the accepted distinction between descriptive, normative, theories and prescriptive ones.

Secondly, we may look at the argument that slight use of an explanation model $M_{x}$ attests to its incorrectness (i.e., $M_{x}$ is refuted). Here the question that arises is how we may explain this finding of infrequency of $\mathrm{M}_{\mathrm{x}}$ use. Clearly, it cannot be explained by $\mathrm{M}_{\mathrm{x}}$ itself (because it has already been refuted), so we must seek another model- $\mathrm{M}_{\mathrm{y}}$. However, it is reasonable to suppose (according to those who assume that an explanation model can be tested empirically) that this model too fails empirically. Why? Because there is very high probability that very often theories that used $\mathrm{M}_{\mathrm{y}}$ proposed predictions that were disconfirmed. Hence, not only is $\mathrm{M}_{\mathrm{y}}$ not suitable for use as a procedure for giving explanations, no explanation model exists that can explain
the finding of slight use of $\mathrm{M}_{\mathrm{x}}$-because all explanation models at some time have been associated with refutation of empirical results of different theories. Clearly then, empirical success/failure has no implications for the degree of correctness of a procedure for explanation.

Based on a review of the explanation models found in the literature, chapter 4 offers a list of several constraints, characteristics and properties for constructing an explanation model, which have been described above. These make up the infrastructure for building explanation models for psychology (see especially chapters 6 and 7).

Chapter 5 discusses the following question: is it possible to comprehend mentalistic concepts and explanations (based on the individual's inner world) with the aid of mechanistic concepts and explanations (based on and accepted in the sciences)? The answer is negative, and it forges the way to the development of a new methodological approach to proposing explanations, namely the Methodological Dualism (MD) and Multi-Explanation Framework (MEF), whose principal purpose is to propose a procedure to explain behavior that is saturated with consciousness. This methodology is based on the fact that to date no one has succeeded in developing a mind/body theory. Were it possible to propose such a theory, it would be possible to forgo the DM \& MEF approach, because everything would obtain a mechanistic explanation. But as chapter 6 shows, this is not the situation so far.

Chapter 5 breaks down the above fundamental question into the following four questions:
(1) Can human behavior be explained mechanistically alone, without recourse to the conscious-experience concept?
(2) Has a theory been successfully developed that explains the connection between neurophysiological processes in the brain and conscious-experience?
(3) Can mentalistic explanations anchored to the concept of conscious-experience be reduced to mechanistic explanations (e.g., to a neurophysiological explanation)?
(4) Has a very complex and sophisticated computer proven able, like us, to behave with conscious-experience?

An affirmative answer to any of these four questions means that there is no need to develop MD and MEF because the standard methodology developed in the sciences can handle research in psychology. Only a negative answer to all these questions will oblige one to think about the development of a new explanatory approach suited to the field of
psychological research. The answers to these questions are negative.

Here are three popular arguments that support the negative answers. First, it seems that mentalistic theories cannot be reduced to mechanistic theories. One of the important factors that prevents this kind of reduction is multiple realizations. If a mental state or process is defined by its function, it may be realized in various ways and with various materials. Hence, if reduction of a mentalistic theory to a mechanistic depends on the possibility of identifying a concept in one theory with another, this possibility is destroyed because according to multiple realizations there are many ways to realize and identify mentalistic concepts.

Secondly, a computer, as sophisticated as it may be, is incapable of reaching a condition similar to humans' consciousexperience. One of the most powerful and famous arguments in support of the negative answer is Searle's (1980) "Chinese Room" thought experiment. According to this, activation of physical signs by means of syntactic rules (which are operated by the computer) cannot impart semantic meaning to these signs.

Finally, a very important obstacle blocking the development of a mind/body theory is "consciousness epiphenomenalism," which states that mental concepts and explanations are inessential. The reason is that the entire explanation of behavior falls on the shoulders of the neurophysiological process.

Chapter 6 describes and justifies the approach for Methodological Dualism (MD) and Multi-Explanation Framework (MEF), which is based on chapter 5. Chapter 6 is divided into several sections. The first proposes an argument justifying why MD \& MEF should be developed. Namely, if we attempt to offer an improved explanation for behavior saturated with consciousness there is no way other than adding to a mechanistic explanation a mentalistic explanation.

The second part of the chapter develops Methodological Dualism (MD). The chapter focuses particularly on the teleological explanation that combines the individual's will, belief and behavior. It presents a new proposition to conceive the following as a mentalistic explanation-model - a procedure for creating specific will/belief explanations:
[Will/Belief]: If $X$ wants $G$ and believes that behavior $B$ will realize his/her will, then $X$ will perform $B$.

This proposition immediately raises the following question: does this mentalisitic explanation-procedure satisfy the methodological requirements for explanation accepted in science? The answer is yes.

The third section develops a theoretical framework, the Multi-Explanation Framework (MEF), by means of which it will be possible to construct a specific theory (a specific "MEF-theory") for a specific research project based on two kinds of explanation: mechanistic and mentalistic. Because the theory rests on multiple explanation models, a major difference arises between (a) the way a theory supplies an explanation in science and (b) the way an MEF theory supplies an explanation in psychology.

An MEF-theory is based on a match between explanationprocedures (mechanistic or mentalistic) and behavior (it is called the "explanation/behavior match" for short). While there are behaviors that can be accounted for satisfactorily by an appeal to mechanistic explanations only, most behaviors and their decomposed components must be approached by both mechanistic and mentalistic explanations. The coherence of a specific MEF-theory is achieved by matching appropriately the explanation-procedure to the behavior and its components by means of several guidelines based on theoretical-empirical knowledge and the principle of explanation-matching. According to the latter, the components of a mechanistic behavior (a whole behavior that has been accounted for mechanistically) cannot be explained by mentalist explanations, while the components of a mentalistic behavior (a whole behavior that has been accounted for mentalistically) can be explained mentalistically as well as mechanistically. The appropriate explanation/behavior match solves several methodological problems raised by an MEF-theory.

Finally, the last section summarizes the main ideas of the present approach and compares it to other relevant approaches.

Chapter 7 presents A General Explanation Procedure (GEP) for understanding an individual's behavior. As can be seen from the previous chapters, psychology has used a fairly large number of explanation models or procedures: different variations of Hempel's models, different kinds of causal processes, mechanisms based on the computer metaphor, and different kinds of procedures based on neurophysiological processes. This employment of multiplicity of explanation models raises the following question: is it possible to propose for psychology a general procedure for giving an explanation that is likely to spread its wings over other models too? The answer is affirmative: the GEP. It is based on three major theoretical ideas:
(a) It is assumed that in the individual a certain real-process exists that is involved in the generation of the behavior under study; although the nature of this process is unknown, it is further assumed that it presents the real explanation for the behavior in question [this process is called the "Un-
known Real-Process" (URP)];
(b) A researcher may approximate the URP by constructing a theory (or a hypothesis, model, mechanism, etc.) that portrays the properties and operation of the URP in generating the studied behavior. If the proximity between the theory and URP is high, it may be proposed that the theory provides us with a good account of the behavior in question;
(c) The degree of proximity of the theory to the URP is estimated by the development of a "proximity index." It is based on the theory's successful predictions. Clearly, a confirmed theory is closer than a refuted theory to the URP and to the real explanation.

The generality of GEP is expressed in two respects. First, the URP can be approximated by diverse theories or hypotheses, models and mechanisms;

Secondly, the GEP may handle various explanationprocedures (models) that researchers have been using in their studies. These models may be viewed as various routes for approaching the real explanation.

To illustrate the GEP, the chapter analyzes several explanations given for learning in animals, perception and recognition of faces, and everyday purposive behavior (will/belief accounts). Finally, the chapter discusses the basic philosophical concepts and assumptions that underlie the GEP.
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Abstract

## 1 Introduction

Modeling insight has been a long-standing problem for cognitive psychology. Bartlett (2012) noted that humans tend to be able to infer axioms about a system in order to solve problems. However, the framework proposed there suffers from a few theoretical problems. The first is that axioms can overlap. Therefore, identifying distinct axioms is difficult. Second, the framework relies on an ordering of axioms from "small" to "large" (i.e., easy to difficult), but fails to provide a mechanism to measure the size of axioms.

Here we identify two possible mechanisms for calculating the size of an axiom, and how it may help future progress of cognitive research.

## 2 Dependent Axioms

Bartlett (2012) differentiated between two kinds of axioms-independent axioms and dependent axioms. An independent axiom is one which defines the parameters of a formal axiomatic system. However, as Gödel points out, any formal axiomatic system has truths which are not provable within the formal axiomatic system (Raatikainen, 2018). These truths cannot be theorems within the axiomatic system, because then they would be provable within the system. However, these truths are dependent on the structure of the axiomatic system.

In other words, given a particular axiomatic system $A$, some truth $B$ is set for certain, but cannot be proved within A. Therefore, $B$ is not a theorem within $A$, but its truth value is set by the parameters of $A$. Because of this, we identify such a truth as a dependent axiom.

If $B$ is added to $A$ as an axiom, $A$ becomes $A^{\prime}$. This new system can prove $B$ (because $B$ is an axiom), and may also be able to prove other new truths as well. However, there are an infinite number of dependent axioms, so no finite set
of dependent axioms will cover all of the truths of $A$.

## 3 The Halting Problem

The most practical outgrowth of this line of reasoning is in Turing's Halting Problem. Turing showed that, given a program $p$ in a general-purpose programming language (where $p$ includes both the program and all its input), there is no general, finite program $h$ such that providing $h$ with $p$ as a parameter will tell if $p$ will ever complete (Turing, 1936).

More specifically, the problem comes in the fact that, while we can tell if $p$ does complete, we can never tell if it won't complete. The reason is simple - if we run $p$ a step at a time, at any given moment, $p$ may complete. At that point, $p$ will be known to complete. However, we won't know if $p$ doesn't complete until we have waited an infinitely long time, and it hasn't happened. Therefore, while knowledge of completion takes a finite amount of time, knowledge of non-completion takes an infinite amount of time.

If $p$ will not ever complete, knowledge of that fact can be considered a dependent axiom. Knowledge of whether a particular $p$ or class of $p$ s will not ever complete can be added to $h$ as dependent axioms. However, because there are an infinite number of dependent axioms, we can never add all of the axioms to $h$ and have $h$ remain a finite program.

## 4 Example Axioms

Let us presume that there is a machine language such that each instruction is one byte long, and the hexadecimal code CC means "jump relative," which looks at the next byte and modifies the program counter based on that signed value.

Therefore, if the byte sequence CC-00 occurs, the machine will go into an infinite loop, because it will jump relative to the current instruction, but the amount of the jump will be 0 , because it doesn't go anywhere.

There are several ways of constructing an axiom which covers this fact. Non-exhaustively, these include:

1. If the entirety of the program contains exactly the code CC-00 it will not complete.
2. If the program contains the code CC-00 within a line of code that will provably execute (i.e., contains no prior jumps or some similar criterion), then the program will not complete.
3. If the program contains the code CC-XX, where $X X$ is a value less than or equal to zero which moves the program to a place that provably returns back to the same line of code, then the program will not complete.

Let us note several things about these different dependent axioms. First of all, note that all of the proposed axioms include the extraordinarily simple program CC-00. Thus, there is definitely overlap among the axioms. Also note that while Axiom 1 is specifically for a single program, Axiom 2 and Axiom 3 both match multiple programs. In fact, Axiom 3 matches a much larger number of programs than Axiom 2.

Also of interest, in these examples, the longer the description of the item, the more potential programs are matched. This is not necessarily true (i.e., there could be a shorter program that captures more potential programs), but it is true that more length allows for more coverage. That is, if we had a shorter program with more coverage, we could get yet even more coverage by adding bits to our program.

## 5 Measuring the Axioms

I have identified two potential ways of measuring the "size" of each of these axioms, though there are probably yet others.

### 5.1 Measuring Occurrence Probabilities

The first way is to measure the probability of occurrence of the axiom. That is, what is the likelihood of a given arbitrary program that contains the axiom occurring? This probability could be converted into bits in order to give a size of an axiom.

To see how this would work, look at Axiom 1. Imagine that
programs were encoded as prefix-free codes. ${ }^{1}$ As a simplification, the prefix-free code will be achieved by saying first $N$ bits are a tally of the number of bytes in the code, terminated by a single 0 bit. Therefore, the prefix-free version of the program identified by Axiom 1 would be 0b110 CC-00. ${ }^{2}$ The probability of this program would be $\frac{1}{524288}$, or 19 bits. Thus, the size of Axiom 1 using this metric is 19 bits. The size of the other two axioms would require significantly more investigation (and specification as to the programming system) to determine. However, for an axiom that matches a finite number of programs, the size of the axiom using this method is relatively easy to determine.

### 5.2 Measuring the Size of the Axiom Identifier

Another method for size measurement is to identify the shortest possible program which is able to identify the given axiom in code. Using this method, Axiom 1 could be identified by the pseudo-code, "if the size of the program is two bytes, and the first byte is CC and the second byte is 00 , then return true, otherwise return false." Obviously, we would need to spell out the rest of the language in order to determine the size of this pseudo-code, but the procedure is straightforward.

## 6 Implications

The most important result here is that dependent axioms are in fact measurable. Whether these are the most important measures of axioms is only partially relevant-the idea that they can be measured has been validated.

Nonetheless, it seems that these measurements do have some importance. Measuring the occurrence probability measures the likelihood that the axiom will come into effect in any given program, thus whether or not someone will likely be thinking about the axiom.

Measuring the size of the detector has even more interesting applications. It was noted in Bartlett (2012) that some axioms require other axioms to be known before discovery. Measuring detector size fits in well with this idea because, given an existing detector $A$, and a goal detector $B$, there may exist some mutual information between $A$ and $B$ which

[^0]makes the size of $B$ smaller given a detector for $A$.
The proposed equation for generating axioms using insight in Bartlett (2012) was
\[

$$
\begin{equation*}
A=I(Q, p, i, B) \tag{1}
\end{equation*}
$$

\]

where $I$ is the "insight" function of cognition, $Q$ is the decision problem you are trying to solve (i.e., the halting problem), $p$ is the program with $i$ as the input, and $B$ is a set of axioms. The point of the function is to say that, given a sufficiently inclusive $B$, the remaining axiom(s) $A$ needed to decide $Q$ for $p$ and $i$ can be found. Using the detector size metric, we might posit that the critical feature is the size of $A$ given $B$. That is, insight allows an amount of information of a detector to be built. Given a specifically inclusive $B$, the amount of mutual information between $B$ and $A$ can reduce the number of bits required to build the detector. This provides some amount of directionality for insight problems, while still allowing for them to be found in various ways.
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#### Abstract

This letter discusses the deep connection between the infinite sum of natural numbers and the value $-\frac{1}{12}$. Aside of more widely known facts, we consider a nontrivial way in which we show the veracity of this connection; more precisely this concerns the BGN method (Bartlett, Gaastra, and Nemati, 2020) applied on the so-called damped oscillated Abel summed variant of the series. Moreover, we have found a generalization of this method which 'correctly' assigns finite values to other divergent series. We conclude with some questions concerning whether and how we can analytically relate our hyperreal terms to frame the method in a more justifiable and applicable context.


It is obvious that the sum of natural numbers $1+2+3+\cdots$ tends to infinity and can thus not be equal to $-\frac{1}{12}$. There does however exist some connection between this series and value and it is highly probable that this connection is implicitely used (i.e. 'under the hood') in e.g. physics (which often turns out to be perfectly justifiable, as can be shown by various experiments).

The first evidence of this connection is retrieved when one considers the Riemann zeta function $\zeta(s)$. It is known that $\zeta(s)$ is equal to $-\frac{1}{12}$ when $s=-1$ and it is interesting that one retrieves the sum of natural numbers when one 'plugs in' $s=-1$ at the defining series of the Riemann zeta function $\sum_{k=1}^{\infty} \frac{1}{k^{s}}$. Plugging $s=-1$ in the above series is unfortunately not justifiable (given that $\zeta(s)$ is only equal to this series when $\mathfrak{R}(s)>1$ ) but it remains an interesting thing to mention.

Another evidence of the connection can be revealed when one considers the 'smoothed version' of the partial sums $\sum_{k=1}^{N} k$, see also Tao, 2010. It turns out that these smoothed partial sums have the same behaviour as the


Figure 1: Smoothed partial sums $\sum_{k=1}^{N} k$ with a yintercept of $-\frac{1}{12}$.
regular partial sums (i.e. they have the same asymptotic expansion) and thus tend to infinity when $N \rightarrow \infty$. However, one probably recognizes the constant value in its asymptotic expansion, which is (according to Tao (2010)) given by $C N^{2}-\frac{1}{12}+O\left(\frac{1}{N}\right)$ (with $C$ some coefficient of little importance in this case). Moreover, it is given that $-\frac{1}{12}$ is attained when one looks at the intersection with the y-axis in Figure 1.

The first two evidences we mentioned are quite widely known but a more unknown fact can be observed when one considers a damped oscillating variant of the series $1+2+3+\cdots$, namely

$$
\begin{equation*}
\sum_{k=1}^{\infty} k e^{-k \epsilon} \cos (k \epsilon) \tag{1}
\end{equation*}
$$

This variant was also discussed in a previous letter (Bartlett and Khurshudyan, 2019). In this letter it was also mentioned that, in the context of hyperreal numbers by introducing $\omega:=\infty$ (i.e. by appying the BGN method on it), (1) can be written in a closed-form expression (or at
least as an approximation of it). It remained however still unclear which value/magnitude the infinitesemal quantity $\epsilon$ must be ${ }^{1}$ in order that the BGN method applied on (1) equals the 'appropriate' value $-\frac{1}{12}$; only numerical evidence was given. In particular, it was shown that if $\epsilon=\frac{1}{\omega}$, the computing software "Wolfram Mathematica" will include the constant $-\frac{1}{12}$ in its BGN expression (which is similar to the observation of the previous paragraph).

At the time that Bartlett and Khurshudyan (2019) was written, it only seemed clear that there is a numerical evidence that (1) equals $-\frac{1}{12}$ when we take $\epsilon$ in a sufficiently small interval. Recently, we have found that Sugiyama (2014) (Section 2.3) provides a more theoretical derivation of this matter. Although the website and its choice of words are somewhat vague and confusing, the derivation seems correct. In this derivation there is being made use of a so-called 'damped oscillated Abel summation method', which is a kind of generalization of the more common Abel summation method used to assign finite values to divergent series. In this article, this method of 'damped oscillated Abel summation' is consequently used on a larger class of divergent series as well; furthermore it turns out that the 'damping' and 'vibrating' constant should not be necessarily equal to each other. We thus in fact have that (see also Section 5.2 and Section 6.1 of Sugiyama (2014), we here write $\epsilon$ instead of $x$ ) $\sum_{k=1}^{\infty} k^{i}$ can be transformed to (letting $i \geq 1$ be an integer)

$$
\sum_{k=1}^{\omega} k^{i} e^{-k \epsilon \cot \frac{\pi}{2 i+2}} \cos (k \epsilon)
$$

and

$$
\sum_{k=1}^{\omega} k^{i} e^{-k^{\frac{i+1}{2}} \epsilon} \cos \left(k^{\frac{i+1}{2}} \epsilon\right)
$$

and consequently taking the limit $\epsilon \rightarrow 0$ yields the 'appropriate' assigned value; we also numerically verified this ${ }^{2}$.

It remains of course interesting how this damped oscillated Abel summation method can be stated in our more 'detailed' hyperreal context; i.e. in which we know the exact values of $\epsilon$ (possibly in terms of $\omega$ ) in order that the BGN method assigns the 'appropriate' value to a divegent series. Unless it is still untrivial which values $\epsilon$ must have in order that the mentioned method assigns this value, we can however say from Equation (5.57) in Sugiyama (2014) that in general $\frac{1}{\epsilon}$ must be a lot smaller than $\omega$ (this was also shown by numerical experiments: if we set $\epsilon=0.01, \omega$ must be a lot larger than 100).

In conclusion, we can thus say that the connection

[^1]between the often assigned value of a divergent series is hidden in its asymptotic expansion. Furthermore, some slight variations (performed in the context of hyperreals) of the terms in the divergent series will alterate its asymptotic expansion in such a manner that that the BGN method assigns the 'desired value' to it. As it is at this point still untrivial when equality holds, and how in this case $\epsilon$ and $\omega$ thus must be related, remains an interesting topic for further research. To state this in a more general and mathematically way: Consider a divergent series with BGN expansion $A(\epsilon(\omega)) \omega^{2}+C+O(1 / \omega)$ (here $A$ is a value dependent of $\epsilon$ which is in turn dependent of $\omega$ and $C$ is the 'appropriate' value we want to have), the question is now which variations (in terms of $\epsilon(\omega)$ ) we have to make in order to make $A(\epsilon(\omega)) \omega^{2}$ equal to zero.
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The Kelly Criterion defines an optimal betting strategy for games that have a defined risk and payoff. It was developed by John Kelly, Jr. at Bell Labs (Kelly, 1956). Given a bet with a probability of success $P$ and a payout of $B$, the Kelly
criterion tells you the size of your bet compared to your overall bankroll. The Kelly criterion is given as

$$
\begin{equation*}
\frac{P B+P-1}{B} \tag{1}
\end{equation*}
$$

This formula can be derived from a formula for an expected total payoff of the bet given by the equation

$$
\begin{equation*}
T=A(1+B f)^{N P}(1-f)^{N(1-P)} \tag{2}
\end{equation*}
$$

where $T$ is the total winnings, $A$ is your starting amount, $N$ is the number of trials, and $f$ is the bet size. Optimizing for $T$ yields Equation 1.

Many researchers have discussed the concept of mutations in populations as "bet hedging." (Philippi and Seger, 1989; Bartlett, 2008; Simons, 2011; Grimbergen et al., 2015) Since the Kelly criterion allows one to at least theoretically calculate the optimum bet size for each configuration, it might be possible to calculate various optimum mutation rates at different sites and compare them to their optimal size according to the Kelly criterion, or an adjusted version of it.

Most analysis of bet hedging has merely checked to see if the hedging strategy is empirically beneficial (Childs, Metcalf, and Rees, 2010; Simons, 2011) or potentially evolvable (King and Masel, 2007). Applying the Kelly criterion may be able to help determine how optimal organisms' various bet hedging strategies are.

One possible experimental approach would be to provide organisms with a long-term, continually-varying environment. After many generations, it would be interesting to check if the mutation rates for adaptive switching between environments had any relation to the theoretical considerations of the Kelly criterion, or any other theoretical hedging system.

Bartlett, J L (2008). "Statistical and Philosophical Notions of Randomness in Creation Biology". In: Creation Research Society Quarterly 45, pp. 91-99.
Childs, D Z, C J E Metcalf, and M Rees (2010). "Evolutionary bet-hedging in the real world: empirical evidence and challenges revealed by plants". In: Proceedings fo the Royal Society B: Biological Sciences 277, pp. 30553064. DOI: 10.1098/rspb. 2010.0707.

Grimbergen, A J et al. (2015). "Microbial bet-hedging: the power of being different". In: Current Opinion in Microbiology 25, pp. 67-72.
Kelly, J L (1956). "A New Interpretation of Information Rate". In: The Bell System Technical Journal 35, pp. 917-926. URL: http : / / www. herrold. com / brokerage/kelly.pdf.

King, O D and J Masel (2007). "The evolution of bethedging adaptations to rare scenarios". In: Theoretical Population Biology 72, pp. 560-575. DOI: 10.1016/j. tpb.2007.08.006.
Philippi, T and J Seger (1989). "Hedging One's Evolutionary Bets, Revisited". In: Trends in Ecology and Evolution 4.2, pp. 41-44.
Simons, A M (2011). "Modes of response to environmental change and the elusive empirical evidence for bet hedging". In: Proceedings of the Royal Society B: Biological Sciences 278.1712 , pp. 1601-1609. DOI: $10.1098 / \mathrm{rspb}$. 2011.0176. URL: https://royalsocietypublishing. org/doi/10.1098/rspb. 2011.0176.


## On Logic of Being and Wigner's astonishment regarding the applicability of Mathematics

Gordon E Mullings

DOI: 10.33014/issn.2640-5652.2.1.mullings. 1

The Nobel Prize winning Physicist, Eugene Wigner, famously posed a powerful challenge (1960) by asking why is mathematics so effective, especially in the physical sciences (Wigner, 1960). It is possible that the reason for the effectiveness of mathematics is not because mathematics is in any way causative, but instead because mathematics studies the structure of logical possibility and constraint. When plugged into a possible world, mathematics gives us the tools to analyze the logically possible outcomes. Therefore, when a possible world that is expressed mathematically sufficiently aligns with reality, mathematics becomes effective at expressing relationships and outcomes.

For example, beings (as well as possible beings and things impossible of being) can be understood in the context of possible worlds. A "possible world" is a sufficiently complete description of possible states of affairs described through chains of propositions. We may observe that things impossible of being, such as a square circle, have in them mutually inconsistent required core attributes; they cannot be realised in any possible world. Possible beings would exist in at least one possible world were it actualised.

For instance, a contingent being $B$ that depends on $C$ might exist in a world $W$ and not in a closely neighbouring one $W^{\prime}$
if $C$ is present in $W$ but not $W^{\prime} ; C$ thus being an enabling, necessary causal factor for $B$. By contrast, a necessary being $F$ will exist in all possible worlds, showing itself to be a framework element for such a world.

A key insight is that for any world $W$ to be distinct from $W^{\prime}$ it requires some factor $A$ in $W$ that is absent in $W^{\prime}$. We may then partition the factors of $W$ as $W=\{A \mid \neg A\}$. After partitioning, we will have two distinct groups - the factor $A$ and all of the factors which are not $A$. The null set corresponds to zero. Each particular set in the partition can be counted as the number one, and the combination of both partitions (even in a single world where $A$ is an empty set) is two. Thus, for any particular possible world $W$, the quantities $0,1,2$ are necessarily present. Taking the von Neumann construction, immediately we find $\mathbb{N}$, thence (using additive inverses) $\mathbb{Z}$, so also (taking ratios) $\mathbb{Q}$ and (summing convergent power series) $\mathbb{R}$; where $\mathbb{Z}$ provides unit-stepped mileposts in $\mathbb{R}$. That is, a structured core of quantities will be present in any $W$, and we may regard mathematics as the study of the logic of structure and quantity. Extensions to the hyperreals $\mathbb{R}^{*}$ follow by construction of some $H$ that has as reciprocal $h=\frac{1}{H}$ closer to 0 than $\frac{1}{n}$ for any $n$ in $\mathbb{N}$. Therefore, relationships and linked operations across such quantities will also be present, or may be constructed as needed. Illustrating, after Abraham Robinson (Robinson, 1966), hyperreals allow calculus to be treated as extensions of algebra in $\mathbb{R}^{*}$.

Thus, while bare distinct identity and coherence focused on quantities will not cause things by the inherent potential or action of such entities, they instead are logical constraints on being and are tied to what can or must be or cannot be or happens not to be. So, too, we may see that the abstract logic model worlds that we may construct then lead to key entities that if necessary are framework to any possible world; thus applicable to our common world. By contrast, if certain quantities and relationships are merely part of the contingencies of some $W^{\prime \prime}$ that is close enough to our own, they may provide adequate analogies for modelling.

As a result, we have good reason to expect that mathematical reasoning and core entities will in many cases be highly relevant to and have powerful predictive power for our common world.
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## Levin's Law of Independence Conservation

Leonid Levin's 1984 article (Levin, 1984) is the first to this author's knowledge to prove a fully stochastic conservation of information law. Levin titled his law 'independence conservation' which he considered fairly obvious, describing it as "Torturing an uninformed witness cannot give information about the crime!"

Levin's law is not well known, which is unfortunate since the more commonly known conservation laws are focused either only on the random or deterministic case. Levin's law is remarkable because it unifies both the random and deterministic cases, showing that the combination also cannot result in information increase.

The second remarkable thing about his law is how easy it is to prove, given some preliminaries about algorithmic information.

## Algorithmic Information Theory Background

First is required the notion of algorithmic information, which is defined on bitstrings. Algorithmic information is the length of the shortest program that generates a particular bitstring.

$$
\begin{equation*}
K(x):=\min _{y \mid \mathcal{U}(y)=x}|y| . \tag{1}
\end{equation*}
$$

The shortest program is itself known as the elegant program for that particular bitstring. Each bitstring has a unique elegant program.

$$
\begin{equation*}
y^{*}:=\arg \min _{y \mid \mathcal{U}(y)=x}|y| . \tag{2}
\end{equation*}
$$

All programs either terminate after a fixed amount of time, or never terminate. All the programs in question are known as prefix free, which means that no terminating program begins another terminating program.

Algorithmic mutual information is the length of this program if we are also provided another bitstring as input, subtracted from the length if we are not provided the extra input bitstring.

$$
\begin{equation*}
I(x: y):=K(y)-K(y \mid x) \tag{3}
\end{equation*}
$$

Unfortunately, this basic definition of algorithmic mutual information is only symmetric under a logarithmic error, because we have to mark where one bitstring starts and the other ends. This requires a number of bits logarithmic on the size of the shortest bitstring, which is $x$ in this case.

$$
\begin{equation*}
I(x: y)-I(y: x)=O(\log (x)) \tag{4}
\end{equation*}
$$

We can improve the definition of algorithmic mutual information to be completely symmetric under a constant that is independent of the bitstrings we are looking at, which in other words means we don't have to worry about the constant and the algorithmic mutual information is symmetric as far as we are concerned. This improvement is to use the elegant program of the input bitstring instead of the bitstring itself.

$$
\begin{equation*}
I^{*}(x: y):=K(y)-K\left(y \mid x^{*}\right) \tag{5}
\end{equation*}
$$

Since the elegant program halts once it has generated the input bistring, we know we can start on the next bitstring, so we avoid having to encode the bitstring length. This saves us from having to use the logarithimic term.

$$
\begin{equation*}
I^{*}(x: y)-I^{*}(y: x)=O(1) . \tag{6}
\end{equation*}
$$

One final fascinating point on algorithmic information is that we can also use it to create a universal distribution.

$$
\begin{equation*}
\mathbf{m}(x):=2^{-K(x)} \tag{7}
\end{equation*}
$$

"Universal" means is that we have a distribution that provides the highest probability for every bitstring possible, within a multiplicative constant, under the assumption that we are only dealing with computable generating sources for the bitstrings.

$$
\begin{equation*}
\mathbf{m}(x) \geq p(x) * O(1) \tag{8}
\end{equation*}
$$

The computable distribution assumption is a reasonable assumption for dealing with physical phenomena, since (as far as we know) everything physical can be modeled to theoretically perfect accuracy with enough computational resources.

## Proving Levin's Deterministic Law

Alright, so now onto proving Levin's law.
We first start with a simple lemma, that providing more information can only decrease conditional algorithmic information. In other words, the more we know about $y$, the less information we need to describe $y$.

$$
\begin{equation*}
K(y \mid x) \geq K(y \mid x, z)+O(1) \tag{9}
\end{equation*}
$$

We now introduce another simple lemma that with a program to generate $x$, namely $z$ which we execute with Turing machine $U$ to generate $x$,

$$
\begin{equation*}
x=U(z) \tag{10}
\end{equation*}
$$

we can generate both $x$ and $z$. Thus, the joint information is the same between $z$ and $x, z$.

$$
\begin{equation*}
K(z)=K(x, z)+O(1) \tag{11}
\end{equation*}
$$

This also means to generate the triple $\{y, x, z\}$ we only need $y$ and $z$.

$$
\begin{equation*}
K(y, x, z)=K(y, z)+O(1) \tag{12}
\end{equation*}
$$

Since it is the case that

$$
\begin{equation*}
K(y \mid x, z)=K(y, x, z)-K(x, z) \tag{13}
\end{equation*}
$$

Then performing replacements to Equation 13 with Equations 11 and 12 , we get

$$
\begin{align*}
K(y \mid x, z) & =K(y, z)-K(z)  \tag{14}\\
& =K(y \mid z) . \tag{15}
\end{align*}
$$

Combining Equations 9 and 14 shows us that $x$ can never tell us more about $y$ than $z$.

$$
\begin{align*}
K(y \mid x) & \geq K(y \mid x, z)  \tag{16}\\
& =K(y \mid z) \tag{17}
\end{align*}
$$

We can then use Equation 16 to show running a program $f$ on $i$ does not increase mutual information with $y$. The notation $U(f . i)$ to mean we've run program $f$ with input $i$ using a universal Turing machine $U$.

First we decompose the mutual information.

$$
\begin{align*}
I^{*}(f(i): y) & =I^{*}(U(f . i): y)  \tag{18}\\
& =K(y)-K(y \mid U(f . i)) \tag{19}
\end{align*}
$$

Now, we set $z=f . i$ and $x=U(z)=U(f . i)$, and then apply Equation 16 to Equation 18.

$$
\begin{align*}
I^{*}(f(i): y) & =I^{*}(x: y)  \tag{21}\\
& =K(y)-K(y \mid x)  \tag{22}\\
& \leq K(y)-K(y \mid x, z)  \tag{23}\\
& =K(y)-K(y \mid z)  \tag{24}\\
& =I^{*}(z: y)  \tag{25}\\
& =I^{*}(f, i: y) . \tag{26}
\end{align*}
$$

Giving the final concise result,

$$
\begin{equation*}
I^{*}(f(i): y) \leq I^{*}(f, i: y) \tag{27}
\end{equation*}
$$

This Equation 27 states that executing function $f$ on input $i$ does not produce any more information about $y$ than the function and input before they are executed. In other words, running a program doesn't produce any information.

## Proving Levin's Random Law

Now with the deterministic version out of the way, we can move onto the random version.

The random version asks, what if we generate $f$ randomly, could that result in an information gain? This question is based on the fact that generating $f$ randomly will result in an $f$ with a lot of algorithmic information, since it will be incompressible. So, even though running $U(f . i)$ doesn't give us anything new, the initial selection of $f$ may start us off with a good amount of information about $y$.

Levin's second step in proving the random law shows this intuition is false. To prove the second law, we will rely on the dominance property of the universal distribution in Equation 8.

$$
\begin{align*}
\sum_{f} p(f) I^{*}(f, i: y) & =\sum_{f} p(f) \log _{2} \frac{\mathbf{m}(f, i \mid y)}{\mathbf{m}(f, i)}  \tag{28}\\
& \leq \sum_{f} p(f) \log _{2} \frac{\mathbf{m}(f, i \mid y)}{\mathbf{m}(f) \mathbf{m}(i)}  \tag{29}\\
& \leq \log _{2} \sum_{f} \frac{p(f) \mathbf{m}(f, i \mid y)}{\mathbf{m}(f) \mathbf{m}(i)}  \tag{30}\\
& \leq \log _{2} \frac{\sum_{f} \mathbf{m}(f, i \mid y)}{\mathbf{m}(i)}  \tag{31}\\
& =\log _{2} \frac{\mathbf{m}(i \mid y)}{\mathbf{m}(i)}  \tag{32}\\
& =K(i)-K(i \mid y)  \tag{33}\\
& =I^{*}(i: y) \tag{34}
\end{align*}
$$

Which gives us the result that randomly generating an $f$ is not expected to provide any information about $y$.

$$
\begin{equation*}
\sum_{f} p(f) I^{*}(f, i: y) \leq I^{*}(i: y) \tag{35}
\end{equation*}
$$

To wrap up the independency conservation law, we apply Equation 27 to Equation 35.

$$
\begin{equation*}
\sum_{f} p(f) I^{*}(f(i): y) \leq \sum_{f} p(f) I^{*}(f, i: y) \leq I^{*}(i: y) \tag{36}
\end{equation*}
$$

## Evolutionary Algorithms

What sort of impact, if any, does the law of independency conservation in Equation 36 have on evolutionary algorithms?

One of the simplest implications is that if there is a target area independently designated by $y$, then it is not possible to randomly evolve population $i$ towards $y$ without any fitness information.

However, there are also implications even if there is fitness information provided for the evolution of $i$.

Let's say that $f$ represents one round of an evolutionary algorithm applied to $i$, which consists of the following steps:

1. crossover population
2. vary population
3. select population
$i$ is defined as a population of bitstrings selected at random.
We then define $y$ as the set of bitstrings rated at a certain level of fitness.

Part of $f$ stays constant, and another part is varied randomly, such as mutation and which bitstring sections are crossed. We denote the random part as $r$.

This gives us a surprising result.

$$
\begin{equation*}
\sum_{r} p(r) I^{*}(f(i, r): y) \leq I^{*}(f, i: y) \tag{37}
\end{equation*}
$$

Equation 37 states that each round of randomized evolution provides no further information about the fitness region $y$ than already existed in the initial conditions of the original population $i$ and the evolutionary algorithm $f$. Thus, this equation proves that evolutionary algorithms cannot generate algorithmic mutual information, even in regards to regions specified according to fitness.

Levin, Leonid A (1984). "Randomness conservation inequalities; information and independence in mathematical theories". In: Information and Control 61.1, pp. 15-37.
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## Introduction

Public rating systems are difficult to score well. Voting systems tend to simply favor what is already popular. Averaging systems tend to have significant variance if there are not enough people scoring.

For instance, let's say that I run a songwriting contest and have 100 entries. I then put it out to a public vote on the Internet to see who wins. Most people are not going to listen to all 100 songs. If I do a simple "thumbs up" approach and count how many votes a song has, then whichever songwriter has the best existing following will simply tell their fans to vote for them, and it will simply devolve into a popularity contest.

Let's say instead I do a rating system where you can rate a song between 0 and 100. Now, songs by popular artists will actually be negatively weighted because they will have more visibility for negative ratings. It is not hard for a few votes to be all 100 s , but it is hard for a thousand votes to be that way. Thus, those who have fewer ratings have an advantage.

The goal, then, is to come up with a fair way of handling public ratings which takes into account both the average score that people assign and the relative certainty that we have that the score is representative of the "true" score.

## The Model

This problem actually becomes rather easy once an appropriate mental model is devised. Assuming a normal distribution of actual scores that come in around a "true" value for a particular score for an entry, what is the range of possible score values based on the scores that have been submitted so far?

Take a concrete example. Let's say that Song A has 12 votes with an average score of 60 . What is the range that the "real" score should lie in? The main open question when dealing with statistics is what confidence level we want to deal with. For this example, let's say that we want to maintain a $95 \%$ confidence interval. That means that we want to know what the range is of two standard deviations from the mean.

With only 12 samples, this leads to a fairly wide interval, with the real score being between 32 and 88 . However, as we add more samples, this range narrows in to the average. If we have 24 samples and maintain the same average, then our range is restricted to between 40 and 80. At 144 samples, the range narrows to $52-68$.

So, with a few scores, the possible "real" score has a very wide range. However, as more and more scores come in, the range narrows further and further.

Now, even though these rankings get tighter variances with more scores, the average value for the scores remain what they were. So how do we convert this into a more legitimate ranking system than we had before?

What we can do is simply rank the songs using their lowest possible scores according to the chosen confidence interval. That is, we have established statistically what the lower bound for their score is. Therefore, we can definitively give them that score because we know they have earned at least that score. This minimal defensible score will be called the CrowdRank score.

Let's say that Song A has 144 rankings that average to 60 , and Song B has 25 rankings that average to 70 . Which song should be ranked higher? As we have already noted, Song A's "real" score has a potential range of 52-68. Song B, because it has fewer score submissions, has a wider potential range of 50-90. Since the lowest defensible score of Song A is 52 , and the lowest defensible score of Song B is 50 , that means that Song A will be ranked higher than Song B.

The actual ranking will be dependent on the confidence level that is chosen for the rankings. The higher confidence levels will take many more rankings for the scores to approach their averages.

## The Calculation

The calculation of each entry's score is fairly straightforward. It is basically the inverse of standard statistical scores.
p The population size
$n$ The number of samples (i.e., number of rankings on a particular entry)
$z$ The confidence level desired, expressed as a $z$-value (the number of standard deviations that a given confidence level uses- 2.58 for $99 \%$ confidence, 1.96 for $95 \%$ confidence, etc.)
$e$ The margin of error for the confidence interval, expressed as a decimal (i.e., 0.25 for $\pm 25 \%$ )
$s$ The average score of the samples expressed as a real number between 0 and 1 . In the present example we would divide all scores by 100 .
$m$ The expected value. Choosing 0.5 is a "most-safe" value.

Typically, the number of needed samples is determined from the desired margin of error, using

$$
\begin{equation*}
n=\frac{z^{2} m(1-m)}{e^{2}} \tag{1}
\end{equation*}
$$

Rearranging to find the margin of error from the sample size, we find

$$
\begin{equation*}
e=\sqrt{\frac{z^{2} m(1-m)}{n}} \tag{2}
\end{equation*}
$$

Since our results are distributed as a percentage anyway (a score of zero to one), the crowdrank is just the score $s-e$. Simplified using $m=0.5$, the CrowdRank calculation for a particular entry is

$$
\begin{equation*}
\text { CrowdRank }=s-\sqrt{\frac{0.25 z^{2}}{n}} \tag{3}
\end{equation*}
$$

If the samples are taken from a restricted population of size $P$ (say, all the members of a club), you can get an even better measurement from the following:

$$
\begin{equation*}
\text { CrowdRank }=s-\sqrt{\frac{0.25 z^{2}}{n} \frac{P-n}{P-1}} \tag{4}
\end{equation*}
$$

## Difficulties

There are two primary difficulties with this system. The first is that, if there are too few rankings for each entry, the confidence level will fall off to zero. This can be mitigated by varying the desired confidence level based on the average rankings per entry.

The other difficulty is in communicating the results to endusers. It is difficult for them to understand why having 144 people all giving a ranking of 60 might translate to a CrowdRank of 52 . Having scores whose origin is not transparent can lead to a lack of confidence in the system. However, because the discount to the scores is fixed for the number of entries, you can communicate this as the number of points that are discounted for a given number of entries. For instance, if you are using the $95 \%$ confidence interval, then you can post that receiving $23-25$ entries will result in a 20 percentage point discount.

## Conclusion

This note introduced a system of averaging crowdsourced rankings that appropriately discounts ranking averages based on the number of submissions. This can be used in any place where a variable number of crowdsourced rankings might be received. It removes the "popularity contest" problem of simple voting, as well as the problem of having too few rankings available in a generic averaging system.



## Eric Holloway Publishes Paper on Specified Complexity

David Nemati and Blyth Institute fellow Eric Holloway recently published a new paper in the journal BIOComplexity (Nemati and Holloway, 2019). The paper, titled "Expected Algorithmic Specified Complexity," explores the expected Algorithmic Specified Complexity (ASC) of a random variable, concluding that the expected ASC is always less than zero. This is true both of random variables and of "processed" random variables-variables which have undergone some sort of transformation. This indicates that the existence of positive ASC always counts as "surprise," and therefore always requires explanation.

## New Thinking on Human Origins

This past year witnessed a plethora of new thinking on human origins. First up, new research by Ola Hössjer and Ann Gauger recently showed a unique model for looking at biodiversity (Hössjer and Gauger, 2019). Essentially, they looked at the ways in which minor allele frequency distributions can arise, and how long different distributions take to arise. New alleles essentially start out as one-off events, arising as a mutation in a single individual and later spreading through the population or dying out (or somewhere inbetween). The frequency of these minor alleles can provide some amount of information about the history of the species in question. It takes time for an allele to spread through a population. Therefore, initially, from an initially homozygous pair, the low-frequency side of the minor allele frequency spectrum will contain all of the new mutations. The mutations will take time to spread throughout the population. What Hössjer and Gauger discovered, though, is that a heterozygous initial pair creates an allele frequency spectrum that looks much older than it is. This is because an allele can actually start as either $25 \%, 50 \%, 75 \%$, or $100 \%$ of the population before any mutations even occur. Thus, the frequency spectrum will fill very quickly from the initial pair, and the initial heterozygosity will look equivalent to ancient mutations.

Using standard assumptions, Hössjer and Gauger calculated that the current allele frequency spectrum could be attained from an initial starting pair in 100,000-500,000 years. Using other alternative assumptions about the nature of the starting pair could result in attaining the current allele frequency spectrum in an even shorter period of time.

Another interesting paper was done by Nathaniel Jeanson and Ashley Holland, which analyzed the human Y chromosome (Jeanson and Holland, 2019). Analyzing the human genome as a whole leads to a number of model-specific issues. If we imagine a starting pair for humanity, were the original chromosomes identical or did they house diversity? Additionally, might the first human female have eggs that had additional diversity in their chromosomes?

However, nearly all considerations of single-couple human origins have exactly one starting Y chromosome, leading to fewer model-specific considerations. Jeanson and Holland aimed to improve the data available about Y chromosome mutation rates by examining pedigree-based studies which used high-coverage sequencing. According to Jeanson and Holland, (a) a Y chromosome molecular clock exists, and (b) it suggests a paternal history of the human race of about 4,500 years.

Finally, the year ended with the publication of Joshua Swamidass's new book titled The Genealogical Adam and Eve (Swamidass, 2019). This book aims to show that the practical difference between popular and scientific conceptions of "Adam and Eve" are not too far off. His viewpoint is that, although, according to the consensus view, there could be no single-couple origin of humans, there could be a single couple to whom all modern humans could trace their genealogies.

## Communicating Science Through New Venues

New media becomes old media very quickly in the modern age. Email was once the best technological way to communicate interpersonally. This is now often replaced with various social media platforms such as Facebook, Twitter, and others. Likewise, YouTube was once at the center of
video-based media. While YouTube is still the de facto destination for video content, it is useful to look at some of the newer players.

First of all, some video is being distributed through apps on standard platforms. Developing an app for Roku, Amazon Fire, or Apple TV is a new way to get content to users. Additionally, streaming services such as Twitch, and now Mixer, are becoming the dominant social video platforms for the youth. Science communicators should explore ways of reaching the public through these outlets. One possibility would be to play video games with scientists, discussing what they do while shooting zombies, or discussing the latest theories of the universe while racing Nascar.

Growth opportunities are always with the latest technology. Asserting a strong position while they are still unproven is the best way to establish leadership for the future.

## Austrian Society Zentrum für BioKomplexität $\mathcal{G}^{\mathcal{G}}$ NaturTeleologie Opens with Special Symposium

A new Austria-focused scientific society, Zentrum für BioKomplexität $\xi$ NaturTeleologie, recently formed and held their first symposium. The symposium featured many European scientists and mathematicians, as well as a few from the United States as well. The organizers of the conference were Günter Bechly, a prominent German paleontologist who presently works as a senior scientist for the Biologic Institute, and Siegfried Scherer, a professor of microbiology and chair of microbial ecology at the Technical University of Munich.

While the society is based in Austria, the symposium itself was largely in English. Many of the talks from the three day symposium are available on YouTube, at https://www.youtube.com/playlist?list= PLkaKqUjdyg2JHNqeWQHnVTXZ-37h0tJMb.

## Breaking the Weismann Barrier and Closing the Loop for Lamarckian Evolution in Multicellular Organisms

A recent review paper in the Royal Society shows that the Weismann barrier is crumbling. In "The active role of spermatozoa in transgenerational inheritance," Sciamanna et al
review the mounting evidence that there is a Lamarckian feedback loop in DNA inheritance (Sciamanna et al., 2019). The paper reviews evidence that mammalian somatic tissues release RNA-containing vesicles, and that these vesicles are then passed to epididymal spermatozoa. Additionally, epididymal spermatozoa are known to be able to internalize foreign nucleic acids into their nuclei. This completes the communication channel between somatic cells and germ cells required for Lamarckian inheritance.

This communication channel was original proposed in the 1990's. Steele et al's Lamarck's Signature suggested that somatic mutations might be passed to germ line cells through an RNA channel (Steele, Lindley, and Blanden, 1999). After decades of work across multiple groups, evidence is mounting that Steele's hypothesis was largely correct.

## Overcoming Entrenched Dogma About Pseudogenes

Biologists have long known that not all non-coding DNA is junk DNA. However, pseudogenes have long been considered the standard bearer for the junk DNA concept. Since pseudogenes look like defective, non-coding copies of ordinary genes, it has been often assumed that these are evolutionary leftovers - genes which once coded for something, or a copy of a gene that once coded for something, but which some accident of mutation incapacitated its activity.

While the evidence for the activity of pseudogenes has long been known, the idea that pseudogenes indicate junk DNA has been ingrained in biologists. A group of researchers recently published a paper pointing out that the prejudices that biologists have about the status of pseudogenes as junk DNA is impeding the progress of understanding the way that the genome functions (Cheetham, Faulkner, and Dinger, 2019).
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[^0]:    ${ }^{1}$ This is a requirement so that the individual programs can be represented as probabilities (Kraft, 1949).
    ${ }^{2}$ Note that the first part of the program is not necessarily fall on an even byte mark, so it is just given as the list of bits, while the rest of the code is given in hexadecimal.

[^1]:    ${ }^{1}$ in relation to $\omega$
    ${ }^{2}$ by again letting $\epsilon$ be in a sufficiently small interval

